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Abstract

Whether streaming videos, making VolIP phone calls or simply downloading
large files, we expect to receive good performance — often beyomddéist-
effort guarantees that the Internet provides. Given the popularitypatential
for revenue from these services, their user experience has besromeportant
benchmark for service providers, network providers and enduBerceived user
experience is in large part determined by the frequency, duration aretity
of network events that impact a service. There is thus a clear need tt,dete
isolate and determine the root causes of these service-level networts so that
operators can resolve such issues in a timely manner, minimizing their iropac
revenue and reputation.

We believe that the most effective way to detect service-level eventg is b
monitoring the end systems where the services are used. This docdeseribes
an implementation of this approach for BitTorrent called NEWS (NetwortyEa
Warning System), a system that provides real-time detection of netwertsv
impacting the user experience for peer-to-peer file sharing. We abalpitity the-
ory, extensive network traces from users and ground-truth infiom#&rom ISPs
to design and build a system that detects network problems effectivatklyu
and reliably. We also discuss several key features of its current inepltion for
BitTorrent, called the Network Early Warning System (NEWS), which hanbe
installed more than 30,000 times.

1 Introduction and Background

The Internet is increasingly used as a platform for divelistriduted services such
as VolP, content distribution and IPTV. Given the popujaaihd potential for revenue
from these services, theirser experience has become an important benchmark for
service providers, network providers and end users.

Perceived user experience is in large part determined byrégeency, duration
and severity of network events that impact a service. Thetbus a clear need to
detect, isolate and determine the root causes of thesesdeviel network events so



that operators can resolve such issues in a timely mannemmiming their impact on
revenue and reputation.

We argue that the most effective way to detect service-levehts is by mon-
itoring the end systems where the services are used. Thisndd describes an
implementation of this approach for BitTorrent called NEVIN&{work Early Warning
System), a system that provides real-time detection of otwvents impacting the
user experience for peer-to-peer file sharing.

Most previous work focuses on monitoring core networks abprg from global
research and education network (GREN) environments sudPlaasetLab. While
effective at detecting events that affect large numbersisfarners and services, these
approaches can miss silent failures (e.g., incompatib® QAACL settings) and their
impact on services for customers. Further, existing ereld monitoring approaches
require active measurements that do not scale to the vadberuof elements at the
edge of the network.

Detecting service-level network events from end systemthatnetwork edge
poses a number of interesting challenges. First, any ped&pproach must address
the scalability constraints imposed by collecting and pssing information from
potentially millions of end systems. Second, to assistatoes in addressing problems
promptly, events should be detected quickly (i.e., withimutes) and isolated to
specific network locations (e.g., BGP prefixes). Finallg #pproach must facilitate
a broad (Internet-scale) deployment of edge-system mmnikmsure user privacy and
provide trustworthy event detection information.

NEWS address these challenges through an approach to netwemk detection
that pushes end-to-end performance monitoring and detetti the end systems
themselves. By crowdsourcing network monitoring, pgptiting hosts can handle the
magnitude of data required for detecting events in real,tahéhe scale of millions of
monitors. In addition, using end systems provides flexipii the types of monitoring
software that can be installed inside or alongside seryfegditating immediate and
incremental deployments. We discuss our event detectiondwork in Section 2.

To demonstrate the effectiveness of our edge-based apprwacise a large dataset
of diagnostic information from edge systems running the @login [1] for the Vuze
BitTorrent client (Section 3). Finally, we discuss sevédy NEWS implementation
details in Section 4.

This document provides a high-level discussion of key festwf NEWS. For a
more technical treatment of the topic, please see the agsddechnical report [2].

2 NEWSOverview

Our event detection approach relies on NEWS monitors imstatin end systems
(at the edge of the network) to detect service-level problessociated with one or
more networks. NEWS monitors have access to one or more soafgerformance
information (e.g., transfer rates, latency jitter and g packets) and connect to a
distributed storage system to share information abouttkdesvents.

Fig. 1 depicts the architecture for NEWS. An important chrajkein this approach
is that it is infeasible for edge systems to publish detajppedformance data for



NEWS monitor

Performance @) \
signals Local Local S
> Event events g
@ > Detection 1%}
> kel
Network Remote | £
> events Group events 2

Corroboration g /

fi
NEWS _\(—\(\ .
[ ‘ S Tap on DS
i

8 o
TS

Figure 1: Schematic view of our edge detection approach.

scalability and privacy reasons. To address this issueapproach detects events
using locally gathered performance data at each monitep (4t) of the figure). These
events can be unexpected drops in transfer rates for P2hditeng or choppy video
playback for video streaming.

Local event detection presents new design challenges ferrdiming whether a
serious network problem is occurring and what part(s) ofrtbevork are affected.
NEWS addresses this through a decentralized approach endissting information
about detected events and the network(s) they impact. ticpkar, each edge system
publishes its locally detected events to distributed g@i@tep (2) in Fig. 1), allowing
any other participating host to examine these aggregatésve

Locally detected events may indicate a network problemebah local view alone
is insufficient to determine if this is the case. When multiptests detect a problem
at the same time in the same network, we must determine whibidse problems are
due to thenetwork and not simply happening by coincidence. To quantify thisuse
alikelihood ratio, i.e., the ratio of the observed probability of concurrerdrés to the
probability of concurrent events happening independéntly

In our architecture, network events can be detected by thétare themselves or
via third-party analysis. Each participating host can tigedistributed store to capture
events corresponding to its network (step (3) in Fig. 1)ntetermine whether these
local events indicate a network event. Alternatively, adiparty system (e.g., run by
an ISP) could use the distributed store to perform the aisalgtep (4) in Fig. 1). Thus
network customers can monitor the level of service theyivecand operators can be
informed about events as they occur, expediting root-canabysis and resolution.

ILikelihood ratios are commonly used in medicine as a way to fmé&rdiagnostic tests; e.g., the
likelihood that a given test result would be expected in aepatwith a certain disorder compared to the
likelihood that same result would occur in a patient withdnet target disorder. (Source: Wikipedia)



| Category \ Number (Pct of total) |

Number of users 700,000 (3% of Vuze users)
Countries 200 (78%)
IP addresses 3,100,000
Prefixes 46,685
Autonomous systems (ASes) 7,000
IPs behind middleboxes ~ 82.6%

Table 1: Summary of our P2P vantage points.

3 NEWS Effectiveness: A Case Study

Designing, deploying and evaluating an edge-based netexgkt detection system
poses interesting challenges given the absence of a praffmr experimentation at
the appropriate scale. A promising way to address this isbgraging the network
view of peers in large-scale P2P systems. Thus, to guide esigid and evaluate its
effectiveness at scale, we take advantage of a large edgensylataset comprising
traces of BitTorrent performance from millions of IP addes We used this data to
design theNetwork Early Warning System (NEWS), our prototype edge-based event
detection system that uses BitTorrent as a host application

Our traces consist of BitTorrent performance informatiathgred from the Ono
plugin for Vuze? Ono implements a biased peer selection service aimed atingptine
amount of costly cross-ISP traffic generated by BitTorreitheut sacrificing system
performance [1]. Beyond assisting in peer selection, tlisvaoce allows subscribing
volunteers to participate in a monitoring service for theeinet. With over 700,000
users today, distributed in over 200 countries, this sydgethe largest known end-
system monitoring service. The following paragraphs descthe data collected;
summary information about Ono users is in Table 1.

Case study. Evaluating the effectiveness of a network event detectigpr@ach
requires a set of events thaibuld be detected, i.e., a set of ground-truth events. Among
the different strategies adopted by previous studies, aldalbeling — where an expert
identifies events in a network — is the most common.

As one example, we use publicly available event reports tteaBritish Telecom
(BT Yahoo) ISP in the UK. This site identifies the start and end times, lazatiand the
nature of network problems. During the month of April, 206@re were 68 reported
problems, which include both Internet and POTS events.

We now demonstrate how NEWS detects the following problemTiriyBhoo: On
April 27, 2009 at 3:54 PM GMT, the network status page rebrtédk are aware of a
network problem which may be affecting access to the internet in certain areas...” The
problem was marked as resolved at 8:50 PM.

Fig. 2 presents a scatter plot timeline of upload rates ferpcated in the same
routable prefix in BT Yahoo (81.128.0.0/12) during this dyevhich is depicted as a

2Users are informed of the diagnostic information gatheredhbyptugin and are given the chance to opt
out. In any case, no personally identifiable information isrgaublished.
Shttp://help.btinternet.com/yahoo/help/servicestatus/
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Figure 2: Upload rates for peers in a routable prefix owned fiyjsB Telecom during
a confirmed disruption (shaded region).

shaded region. Each point in the graph represents an updbadample for a single
peer; different point shapes represent signals for diffepeers. The figure shows
that multiple peers experience reduced performance batd@®4 and 16:54, while
another set of peers see a significant drop in transfer rates%. These are consistent
with the reported event, when accounting for delays betweemctual duration of an
event and the time assigned to it by a technician. Furthesegethat there were two
distinguishable network problems corresponding to thglsigeneric report.

Any network event detection system must define what comssita service-level
event that could be due to a network problem. In NEWS, we defieset to be
unexpected drops in end-to-end throughput for BitTorr&fdnitoring for this type of
event corresponds to detecting edges in the throughpualsigpecifically, we detect
downward edges in the time series formed by BitTorrent thhput samples.

Event detection in BitTorrent. NEWS employs the simple, but effective, moving
average technique for detecting edges in BitTorrent thmpug signals. Given a set
of observationd” = {vy,v9, ..., v, }, Wherev; is the sample at timg the technique
determines the meam;, and the standard deviation; of signal values during the
window [i — w,¢]. The moving average parameters are the observation windew s
for the signal {v) and the threshold deviation from the mean §) for identifying an
edge. Given a new observation valye, attimei + 1, if |v; 11 — ;| > ¢ o;, then an
edge is detected.

To demonstrate visually how moving averages facilitateeatkgection, Fig. 3 plots
the 10-minute averages of upload rates for two groups ofspieem Fig. 2. Using
these averages, it becomes clear that there is a correlatpdrdperformance among
a group of three peers at 14:54 (top graph), while the bottaaplgshows a series of
performance drops, the first near 10:54 and the last arouw@®1Both groups of peers
recover around 17:30.

The detection threshold o) determines how far a value can deviate from the
moving average before being considered an edge in the sigfidle usingo naturally
ties the threshold to the variance in the signal, it is diffiapriori to select a suitable
value fort. To help understand how to set this threshold, Fig. 4 showsdeviations
behave over time for peers experiencing the network probl#ostrated in Fig. 3,
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Figure 3: Moving averages facilitate identification of sepa network events affecting
transfer rates for two groups of peers during the same pstiodn in Fig. 2.
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Figure 4: Timeline of the maximum performance drops for aste peers (moving
average window size of 10, = 1,3,7). Deviations for any one peer are highly
variable; those for seven peers rarely capture any perfwcendrops. The peaks in
deviations for three peers correspond to confirmed events.

using a window size of 10. Specifically, each curve shows tlagimum drop in
performance (most negative deviation) seen by at leasters in the network at each
time interval. Because these deviations vary consideraiigng peers, we normalize
them using the standard deviation for the windew (f our approach to local detection
is viable, there should be some threshaldd) for identifying peers’ local events that
correspond to network ones.

The top curve, where = 1, shows that the maximum deviations from any one peer



produces a noisy signal that is subject to a wide range ofgaland features of this
signal do not necessarily correspond to known network prabl The bottom curve,
wheren = 7, shows that it is rarely the case that seven peers all segrpenfice drops
simultaneously, so features in this signal are not usefulléecting events during this
period. Last, the middle curve, whetie= 3, produces a signal with a small number of
peaks, where those aba®&o correspond to real network problems. This suggests that
there are moving-average settings that can detect confipmododlems in this network.
We now show how we use likelihood ratios to extract probatdfwork events from
local events detected using these settings.

Group Corroboration As discussed in the previous section, after detecting local
events, NEWS determines the likelihood that the events ardala network problem.
Thus, once a local event has been detected, NEWS publiste®i@nt summaries to
distributed storage so that participating hosts can aatetested events in real time.

To derive this ratio, NEWS first takes events seemlpeers in a network at time
t, and finds the union probabilit§, that then (out of N) peers will see a performance
problem at time by coincidence. Next, NEWS determines the empirical prditabi
(P.) thatn peers see the same type of event (i.e, by counting the nuriiereosteps
wheren peers see an event concurrently and dividing by the totabeumf time steps
in the observation interval)). The likelihood ratio is computed &R = P./P,,, where
LR > 1 indicates that detected events are occurring more oftentifiacoincidence
for a given network and detection settings. We consideeth@be events indicative of
a network problem. We now apply this likelihood analysistte évents in BT Yahoo.

Figure 5 depicts values farR over time for BT Yahoo using different local event
detection settings. In both figures, a horizontal line inthRs LR, = 1, which is
the minimum threshold for determining that events are a@ugimore often than by
chance. Each figure shows th& values for up to three local signals (e.g., upload and
download rates) that see concurrent performance problemesiEh peer. As previously
mentioned, the more signals seeing a problem, the more eofdye can attribute to
the problem not being the application.

In Fig. 5 (top), we use a detection thresholdldfo and window size of 10. Using
such a low threshold not surprisingly leads to many casesevmaeiltiple peers see
synchronized problems (nonzero LR values), but they arecoosidered network
problems becausBR < 1. Importantly, there are few values abdvB = 1, and the
largest corresponds to a performance drop potentially dgerngestion control, since
it occurs when peers have simultaneously saturated thegaaéd bandwidth after the
confirmed network problem is fixed.

Fig. 5 (bottom) uses a detection threshold2dfoc and window size of 20. As
expected, the larger threshold and window size detect fewamts in the observation
window. In this caseall of the three values that appear above LR = 1 correspond to
the known network problems, and they are all more than twice as likely to be due to the
network than coincidence.

These examples demonstrate that our approach is able ablyetletect different
problems with different parameter settings. They also sagghat the approach
generally should usenultiple settings to capture events that occur with different
severity and over different time scales. As such, the liled ratio can be seen as
a single parameter that selects detection settings thiabketetect network problems.
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Figure 5: Timeline showing the likelihood ratio for diffetemoving average settings.
In each case, there are few events with > 1, and nearly all correspond to confirmed
events.

4 Deployment Details

The NEWS plugin for Vuze is written in Java and the core clagsesvent detection
comprisex~1,000 LOC. Released under an open-source (GPL) license|ugin has
been installed over 34,000 times since its release in M&@68. In the rest of this
section, we discuss details of our NEWS implementation inutsent deployment. In
addition to providing specific algorithms and settings tivatuse for event detection,
our discussion includes several lessons learned throygbyaeent experience.

Local detection. NEWS detects local events using a moving average technique,
which takes the window sizew) and standard-deviation multiplief) @s parameters to
identify edges in BitTorrent transfer rate signals. In pick; we found that BitTorrent
often saturates a user’s access link, leading to stablsfaarates and smait. As a
result, edges in the performance signal occur even whee trer negligiblaelative
performance changes. We address this issue in NEWS by ingualisecondary
detection threshold that requires a signal value to changatleast 10% before
detecting an event.

Throughput signals also undergo phase changes, durindiahiooving average
detects consecutive events. NEWS treats these as one dvenguigh consecutive
events occur, we assume that the signal has undergone agiteasge, and reset the
moving average using only signal values after the phasegehan

After detecting a local event, NEWS generates a report auinghithe user’s per-
session IDuw, t, a bitmap indicating the performance signals generatiremisy the
current event detection raté ), the time period for the observed detection rate, the
current time (in UTC) and the version number for the repgrold. The current report
format consumes 38 bytes.



The plugin disseminates these reports using the Kaderabaeb DHT built into
Vuze. This DHT is a key-value store that stores multiple galfor each key. To
facilitate group corroboration of locally detected evemts use network locations as
keys and the corresponding event reports as values.

In our deployment we found variable delays between eveettien and reporting,
in addition to significant clock skew. To address these ESNEWS uses NTP servers
to synchronize clocks once per hour, reports event timegudirC timestamps and
considers any events that occurred within a five-minute ainathen determining the
likelihood of a network event occurring.

Group corroboration. After NEWS detects a local event, it performs corrobora-
tion by searching the DHT for other event reports in eachsofagions — currently the
host's BGP prefix and ASK.Before using a report from the DHT for corroboration,
NEWS ensures that: (1) the report was not generated by this (2)ghe report was
generated recently; and (3) the standard-deviation ntieltifor detecting the event
was not less than the one used locally.

If these conditions are met, the report’s ID is added to th@&ecently reported
events. If a peer finds events from three or more other peetiseasame time (a
configurable threshold), it then uses the union probaliititgetermine the likelihood
of these events happening by coincidence. Using the infiomgathered from events
published to the DHT over time, the peer can calculate ttedifikod ratio,L R. If the
likelihood ratio is greater than 2 (also configurable), thenitor issues a notification
about the event.

NEWS peers read from the DHT only after detecting a local evienbrder to
corroborate their finding. To account for delays betweenistha DHT write and the
corresponding value being available for reading, NEWS séitaer and periodically
rechecks the DHT for events during a configurable period trést (currently one
hour).

Third-party interface. To provide incentives for users to install the software,
NEWS keeps end-users informed about detected servicedeeelts. Beyond end-
users, network operators should be notified to assist intifggrg and fixing these
problems. With this in mind, we have implemented a DHT craiMEWS Collector)
that any third party can run to collect and analyze local eveports. To demonstrate
its effectiveness, we buiNEWSight — a system that accesses live event information
gathered from NEWS Collector and publishes its detectedtetkrough a public Web
interface. NEWSight also allows network operators to seéoclevents and register
for notifications of events detected in their networks. @pans responsible for affected
networks can confirm/explain detected events.

Whereas NEWS crowdsources event detection, NEWSight can bedias an
attempt at crowdsourcing network event labeling. Confirnegdnts can help to
improve the effectiveness of our approach and other sinoifees — addressing the
paucity of labeled data available in this domain. We areemly beta-testing this
interface with ISPs; the interface and its data are pub#egilable.

“Vuze already collects the host’s prefix and ASN; we are ctigrenlding support for whois information.



5 Conclusion

The user experience for networked applications is becomminportant benchmark
for customers and network providers. To assist operataits igsolving such issues
in a timely manner, we argued that the most appropriate gtaamonitoring service-
level events is at the end systems where the services are @aedNEWS software
implements this idea, pushing end-to-end performance tmamg and event detection
to the end systems themselves. We demonstrated the effeetiv of NEWS using a
large dataset of diagnostic information gathered from gpéethe BitTorrent system,
along with confirmed network events. Finally, we discusseplémentation details for
our NEWS BitTorrent extension, which is currently instalfedre than 34,000 times.
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