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Abstract— For both technological and economic reasons, the identify quality Internet paths without additional moniteg.
default path between two end systems in the wide-area Internet This paper presents a thorough evaluation and comparison of

can be suboptimal. This observation has motivated a number of SideStepa detouring service we have implemented based on
systems that attempt to improve reliability and performance by these ideas

routing over one or more hops in an overlay. Most of the proposed
solutions, however, fall at an extreme in the cost-performance SideStep employs CDN redirections as hints on network
trade-off. While some provide near-optimal performance with . e . . .
an unscalable measurement overhead, others avoid measurementhndlt_lons’ to efficiently identify Ihlgher performance Ipat
when selecting routes around network failures but make no With little .overhead and no active network measurement.
attempt to optimize performance. Paraphrasing Lampson [18], a hint is the saved result of some
This paper presents an experimental evaluation of an al- measurement or computation used for the purpose of making a
tem?]t“’e approach to S‘}a'ab'e’ performarf‘ce detr?“”rl‘g bazed system run more efficiently. Since hints may be wrong, there
on the strategic reuse of measurements from other large dis- . .
tributed systems, namely content distribution networks (CDNS). must be a way tq chegk their correctness befor(? taking any
By relying on CDN redirections as hints on network conditions, Unrecoverable action. SideStep employs an effective dost-

higher performance paths are readily found with little overhead sStrategy for validating the quality of recommended paths.
and no active network measurement. We report results from a

study of more than 13,700 paths between 170 widely-distributed
hosts over a three-week period, showing the advantages of this
approach compared to alternative solutions. We demonstrate # « A detailed description of the design and implementation

practicality (gl.olur applrotf;‘lChSt?é’ "S“p'erl‘f‘t?““”g an If U dSUite that . of the SideStep detouring service SideStep is the first

uses our publicly available SideStep library to take advantage o _ . T S ho .

these alternative Internet routes. open-access, scalable solution to finding high-quality
overlay paths.

|. INTRODUCTION « Results from a wide-area evaluationof the deployed
Path selection in the wide-area Internet is known to be system, proving that CDN redirection dynamics can be
suboptimal in terms of end-to-end latency, loss rate and seen as hints regarding high-quality candidate detour
TCP throughput. Building on a large body of previous work  points, and that these hints can effectively support a
measuring the behavior of Internet routing, the Detourystud  highly scalable detouring service.
showed the potential benefits of detouring flows via a third « An open-source API and library implementing our
node [31]. Since then, there has been a number of proposed SideStep detouring service, along with an FTP suite

Our work makes the following contributions:

overlay routing systems that attempt to improve reliapgind
performance [5], [14], [30], [36]. Most solutions fall attieér
extreme in the cost-performance trade-off: RON provides-ne

(DraFTP) that relies on SideStep to seamlessly take
advantage of alternative Internet routes and serves as a
model for other client applications.

optimal performance at the cost of measurement overhead tha
is quadratic in the number of nodes in the system, whereasBefore describing our experimental approach and preggntin
Gummadi et al.’s technique requires no measurement ovérhear evaluation results, we briefly describe the design and
to route around network failures, but does not attempt tmplementation of SideStep (Sec. Il). We then experiméntal
optimize performance. show the benefit of the SideStep detouring service in terms of
In this paper, we present an experimental evaluation ehd-to-end performance improvements (Sec. 1V). Our rgsult
an alternative approach to scalable, performance detagirinshow how reusing CDN measurements allow us to eliminate
The proposed approach relies on the strategic reuse of mahe scalability constraint imposed by actively measuritig a
surements from other large-scale distributed systems,ehamoverlay paths (e.g., as done in the RON approach). Finady, w
content distribution networks (CDNSEDNs cache copies of demonstrate the practicality of our approach by implenmenti
web objects on thousands of servers worldwide and redirétaFTP — an FTP suite that uses our portable, publicly
clients to different servers, over short time scales, based available SideStep library to seamlessly take advantage of
server load and network conditions [2]. In previous work][35alternative Internet routes. We discuss the limitationwf
we demonstrated that these redirections are primariledrby approach and challenges for future work in Sec. V and
network conditions and suggested that they could be usedctmclude in Sec. VII.



Il. BACKGROUND AND RELATED WORK previous work evaluates palatenciesover synthetic patﬁs,
) ) ) while this work evaluategnd-to-end throughput over real,
To thg best of our knovyledge, ours is the first experlment@bmmete pathsFinally, we built a real system and deployed
evaluation of the gﬁectlveness of measurement reuse Eﬂ{example applicatiofDraFTP) that uses CDN-based hints
performance detouring. to locate and route traffic through high quality detour peint
There has been a number of proposed overlay routifgqt improve end-to-end throughput.

systems that attempt tq improve reliability and perfornmnc_ Our approach achieves high scalability by employing CDN
Early approaches to reliable overlay networks (RONS) mequiregirection dynamics as hints to achieve performance gains
extensive monitoring that scales with the square of the ®IMRyith jow overhead. Hints are a well established and widely
of nodes in the system and thus limits their scope to smalopted technique in systems. They are significantly less
deployments (10s of nodes) [5]. A number of related efforigpensive to maintain than facts (i.e., observations based
have investigated alternative techniques for path seledd gjrect measurement) and are able to improve system perfor-
address the problem of measurement overhead in overg¥nce when accurate. Lampson [18] reports on the use of hints
syster_ns. Proposed approache_:s vary from exploiting AS?IeYﬁ- operating systems, networking, languages and apygitsti
path information  [12] or building on a common routingyints have also been successfully employed in other castext
underlay dedicated to topology probing [23] to relying oRom file systems [24], [29] and memory management [7] to
passive measurements at end hosts [32] or opportunigticgljep caching [22].

combining passive measurement of wide-area service traﬁiCSideStep is part of a research effort driven by the ob-

with targeted active probing [38]. servation that a large fraction of wide-area systems can be
More recently, Gummadi et al. [14] demonstrated thajyiit to ensure sustainable scalability by strategicadiysing
a system can recover from a majority of interior networthe view of the network gathered by long-running, pervasive
failures [11] without such overhead by picking a randomyelaservices such as CDNs. These pervasive services can act as
point. Their approach, however, does not focus on improviRgacles for other systems [1], ensuring that the latterdiiitly
performance—in our own experiments, selecting detour poitfomes without imposing unduly large loads on underlying
at random improves end-to-end throughput significantly (&hared resources. Part of this work focuses on developing
over 10%) only 11% of the time. efficient techniques to match available network informatio
Similar to RON and Detour, and unlike Gummadi et al., oWjathered at low cost from existing oracles, with the needs of
approach focuses amprovingend-to-end throughput betweendistributed systems. Thus, we see our work as complementary
two Internet hosts. It differs from RON and Detour in that itg the ongoing recent projects that have begun to address the
avoidsadditional probing overhead by reusing measuremenghallenges in supporting Clark et al.’s [10] grand vision of
performed by other long-running services to locate detOH_I’know|edge plane for supporting large-scale, self-manpgi

points. SureRoute [3] (also known as AkaRouting) is a peivatiistributed systems [13], [20], [27], [37].
detouring service sold commercially by Akamai. It is a cthse

proprietary system that, like RON, uses extensive network IIl. SIDESTEP DESIGN

measurements to find high quality overlay paths. Our serviceSideStep is designed to improve performance for data trans-
doesnot use paths provided by SureRoute. fers between two endpoints. Specifically, the goal of our ser
In [35], we reported on a broad measurement study of thie is to locate and detour data streams across overlag path
Akamai CDN and demonstrated that their redirections are péat improve performance in terms of end-to-end throughput
formed frequently enough as to be useful for control, thes¢h  The SideStep service provides client applications acaess t
updates are primarily driven by network conditions and aren 1/O stream interface that transparently forwards daiacl
therefore, potentially beneficial to other applicationar ®@arly alternative paths to improve performance. SideStep ifiesti
ping-based study illustrated the potential benefits of eyipy  potential quality detour paths by employing CDN rediregtio
CDN redirections for identifying good detouring paths andynamics to locate a set of candidate detour points, coltegt
demonstrated that in approximately 50% of scenarios, tbe beeferred to asdetour groups While SideStep is running, it
measured one-hop path through an Akamai server outperforpagiodically performs DNS translations on CDN names (i.e.,
the direct path in term of latency. Subsequent work has shoWRLSs) to update its redirection dynamics, makes a summary of
that CDN information can be used for other purposes sutis information available via a distributed hash table [DH
as accurate network positioning without the cost of activend reads a list of summary information from other nodes.
network measurement [34] and biased neighbor selectionNimdes with similar redirection behavior are assigned to the
P2P systems [9]. same detour group and thus become candidates for detouring.
This paper extends our previous work in three significant Because CDNs redirections provide ortynts regarding
ways.First, in [35] we measure one-hop paths through servarstwork conditions, SideStep must validate those hintsrieef
from the Akamai CDN, which are not available to an inredirecting the entire data flow over the correspondinguteto
dependent overlay network. In contrattjs work evaluates paths. SideStep does this by splitting the data stream ketwe
detour paths through nodes that participate in our servind a candidate detour paths and the current path, then comparing
uses redirection information from multiple CDNSecond, the each path’s throughput as reported by the destinafidre



winner of this “race” is the path over which the entire data 0.9

stream is sentAs we discuss in Section II-B, splitting the 0.8 r T
stream allows us to evaluate candidate detour paths without 0.7 T ,@‘“
incurring any end-to-end throughput penalty. . 8'2 I g,g:‘;?”"

The following paragraphs provide additional details on the 3, | P
architecture of SideStep and discuss our main design choice 03l [ &
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CDNs attempt to improve web performance by delivering 0 20 40 60 80 100

content to end users from multiple, geographically dispers Percent of End-to-End Latency in First Hop

servers located at the edge of the network [2], [19], [21].

Content providers contract with CDNs to host and distribufdd: 1. Ratio of first-hop to end-to-end latency over all Cé¢ommended

their content. Since most CDNs have servers in ISP pOirﬁghs' dhemonstratlng that different CDN customers lead ferdifit detour-

S ) up characteristics.

of presence, clients’ requests can be dynamically forwdirde

via DNS redirections or URL rewriting, to topologically. _ . . . ,

proximate replicas [16], [33]. Beyond static informatiamch |nformat|on. Wwe d_|scuss th? details 0 f Slde_Steps DHT-tase

as geographic location and network connectivity, CDNs re}ﬁchm?.uedfor storlngh mz;ppl:f(ljg d?gm SZCt'onhIVH o

on network measurement subsystems to incorporate dynamlig)ualty heﬁourp%t fslls Oll" exhibit goo Eat ¢ a.rac'eﬂst

network information in replica selection and determinehhig 3_;”9 ea(f: Ophand_ ollow nterneft routestl atare skl)gnrﬁgag

speed Internet paths over which to transfer content withén t erent from t e direct one. Unfortunate Y, C_DN' asea de

network. Our early ping-based study shown that in appm;gur groups ywll not provide these prqpertles |f.only a small

imately 50% of scenarios, the best measured one-hop p ber of_ clients are served by a particular replica searat,

through anAkamai serveputperforms the direct path in terms’ these clients are in the same ISP‘_ _

of latency We address this issue by exploiting the fact that CDNs
We thus use CDN redirections dynamics as hints bas@ﬁer differentiated levels of service to their customefsr

on previous work demonstrating that two nodes exhibiting<@MPIe, consider Al;am‘,"“ cu_stomers.?NN (an American

similar redirection behavior are very likely to be along hrig ews cor'porat|on) a?] AlrfAS|a| (al? ar mehservmg A3|a)'.

quality paths to one another and are thus good candidél‘[ﬁmg ratio maps gat _ered rom 100 UPS.tOt e CNN domain

detour points for each other [9], [35]. While our prior wor ame, two nodgs in lllinois appear in a dn‘ferent_detour grou

showed how to encode redirection behavior and compare thH}n two nodes in Nebrgskah(the %roupsirﬁo miles arﬁ)art).

offline[34], here we introduce a scalable approach to managifgWeVver. using Air Asia, these four nodes are in the same

and distributing redirection dynamiasline tour group. Thus, py using different CDN customers, we
We encode redirection behavior as a map of ratios, Whe(}gn_accessda more dlverser:]_set of detogr paths. ing th

each ratio represents the frequency with which the node had'9ure 1 demonstrates this property by comparing the RTT

been directed toward the corresponding replica servenguri®i€ncy to @ node in one detour group (the first hop of a
the past time window. Specifically, if nod¥, is redirected detour path) with the end-to-end latency for the direct path

toward replica server; 30% of the time and toward replicato a node outside the group. The figure plots the cumulative

serverr, 70% of the time, then the corresponding ratio magistribution function (CDF) of three curves using all of the
is: etour paths found by SideStep; the x-value of a point on each

curve represents the ratio of the first-hop latency to thetend
end latency. The figure clearly shows that for CDN customer
To determine whether two nodesandb are mapped to the FOx News, detour group nodes are on average much closer to
same detour group, we compute tbasine similarityof their each other than for CDN customers Air Asia and ABC Video.
redirection maps, which returns a value between 0 and 1.Far example, 52% of the detour points found using the Fox
particular, for a given thresholt] if cos_sim(a,b) > t, then News customer name exhibit RTT latencies to nodes inside
hostsa andb are in the same detour grodp. the detour group that are at least eight times smaller than
Before comparing two ratio maps, our system must first b€ latency to nodes outside. For the Air Asia customer name,
able to locate nodes’ ratio maps in a scalable and efficient m&owever, only 34% of the detour group nodes provide the same
ner. We note that ratio-map information is naturally orgadi Ccharacteristics. Due to this level of diversity in redifent
as key-value pairs: a ratio map is tied to a node identifigy. (e.behavior, SideStep maintains separate ratio maps for each
a node’s IP address) and each ratio-map entry ties a replfg@N customer, and compares ratio maps only between the
server to the frequency with which it is witnessed. Givers thfame customer.
structure, a DHT (which stores data as key-value pairs) is aWhile different CDN customer names form detour groups
natural and scalable solution for storing and retrievinghsuWwith diverse path characteristics, we show in Section IV-B
that all of the CDN names used in the study can improve
1A complete description of the encoding/comparison is founfB#]. performance for clientsThus, to maintain scalability under

Vg = {r1 = 03,75 = 0.7)



Parameter [ Value | 4

heavy load, SideStep can spread detouring traffic over phailti

detour groups by having nodes use different CDN names. ggtisolf]’f;; z;ﬁgﬁg;cy ;ﬂ?;;rs
S Cosine similarity threshold; 0.2
B. Validating Detour Paths Race f,equenci,y 60s
After m ing overl n DN- rar Maximum race data 3MB
fte app g ove ay odes to C based detour groups, Minimum throughput gain to switch paths 5%
we must validate the hint that group members are good can- Throughput-drop to trigger a race 33%
didate detour points. This means we must determine whether Direct-path probe frequency 3005s
one-hop overlay paths through nodes in the CDN detour group TABLE |
offer higher end-to-end throughput than the direct path. SIDESTEP DEFAULT PARAMETERS

We validate candidate detour paths by “racing” them; i.e.,
by spliting the data stream over each path, and comparing the
throughput of each path as perceived by the destination host
The evaluation period lasts until throughput along each pap our experimental testbed and the particular time of our
has stabilized or a predefined number of bytes has been speriments, we believe they indicate trends that areyikel
along the detour path. The first condition ensures that bdth continue in other SideStep deployments.
TCP flows achieve a steady state before their performance is SideStep ImplementatioriThe implementation used in
compared while the latter one guarantees that races aretef fiour evaluation relies on the Akamai and Limelight CDNs
duration (if path characteristics lead to high TCP throughpfor hints. Akamai boasts the largest CDN deployment and
variability). When the race has completed, the source ugbsis generally offers the best opportunities to form CDN-
only the best path, based on the throughput as reported by lilased detour groups. We use a fixed set of Akamai customer
destination. names (e.g.al921. g. akanai . net, which corresponds
Because we interleave client data over the two paths beitag CNN) as sources for CDN mappings, though this set
compared, there iso end-to-end throughput penaltyr eval- can be dynamically updated. For the Limelight CDN, which
uating each path. The potential cost of this approach commmilarly enjoys a global deployment, we used the domain
from the additional delay that can be imposed by a pooame associated with a video-on-demand site for a popular
detour route and the corresponding software complexity WS television network.
handle out-of-order packet delivery at the destination whe When performing races among candidate detour paths,
reassembling the stream from two different paths. In practiSideStep monitors the throughput along each path and ter-
this overhead is significant only if detouring occurs near thminates the race when the variation in the time-averaged
end of the stream and thus increases time-to-completion.thmoughput is sufficiently small or when the maximum allowed
our experiments, we detected no decrease in performance do®unt of data has been sent along the path—whichever
to races. comes first. Recall that since data flows are sent in parallel,
It has been pointed that most of the performance gains fine total throughput between the endpoints generally staey/s
detouring can be achieved using only one overlay hop [5] aame or increases, but does not decrease during a race. Thus,
done in SideStep. As part of our future work, we intend tbesides the potential (and small) cost of delay, SideStes do
investigate the potential benefits of two-hop detouringhia t not negatively affect the data transfer when validatingshin
context of SideStep. When the race terminates, the destination reports the
throughput over each path to the sender. If the improvement
in throughput over the new path is above a certain threshold,
The goal of our evaluation is to examine SideStep perfahe system switches to the new path. Since best path—
mance over time and across a variety of geographic regiobs. it a detour path or the direct path—may change during
We begin by describing our measurement methodology addta transfer, SideStep performs races both periodicaity a
presenting details of the SideStep implementation. dynamically in response to sudden changes in throughput
Recall that SideStep relies on CDN redirection dynami@ong the current path.
as hints for making detouring decisions, and we have shownSideStep offers a number of configurable parameters to
that these dynamics respond to real-time changes in netwodatrol its operation, such as the CDN names that are used
conditions [35]. Logically then, the best approach to eatdu and the frequency with which races are performed. For most
SideStep is through a widely-deployed, experimental &btbof our experiments, we used a set of values that that have
such as PlanetLab [26]. shown to work well in practice, which are presented in
During a three-week period (April, 2008), we evaluated th&able I. Due to space limitations, we focus our evaluation on
effectiveness of our system in terms of finding high qualitsetermining the quality of CDN hints for detouring and the
detour paths between 318 distinct source—destinatiors palative performance of using different CDN customers.
from 170 PlanetLab nodes. We used at most one endpoint
per PlanetLab site, with 48% of the nodes in North America,
40% in Europe, 8% in Asia, 2% in South America and 1 node In this section, we present results from our evaluation of
in Oceania. While the reported results are, naturally, $igeciSideStep. We focus on SideStep’s performance and overhead.

IV. EVALUATION SETUP

V. EXPERIMENTAL RESULTS



1 ‘ ‘ ‘ To facilitate comparisons, SideStep currently supporlrs§ st
8-2 S ] ing and retrieving ratio maps from a service DHT [28] via a
07| generic interface. After each ratio update, SideStep pl#ue
W 06| ‘ node’s current ratio data in the DHT using the node’s listgni
0 05 i socket address as the KeJo enable nodes with similar ratio
© 8-‘3‘ [ " 1 maps to find this content in the DHT, the node also creates
02| 10 hoors —o— | a reverse mapping by adding its socket address to the DHT,
01t 51dg§>sl 77777 o using eaclstrongly mappedeplica server (cluster) as a key.
0 0 0o 0‘4 0‘6 o‘s 1 A node is considered strongly mapped to a replica server if

the percent of time it has been seen is greater than or equal
to the cosine similarity threshold. In this way, we neverato
Fig. 2. Cosine self-similarity over various time scales, dgating that DNS information about mappings that are not useful for ideiiy

Cosine Self-Similarity

lookups can be performed as infrequently as once per hour. detour group members.
Since a node’s ratio map can change depending on the CDN
A. SideStep Overhead customer associated with the DNS lookup, SideStep magitain

i ) ’ _ a separate ratio map for each CDN customer. When searching
There are two primary components to SideStep’s technigh§ nodes in the same detour group, SideStep compares two

for locating detour points: obtaining redirection dynasic,,qes’ ratio maps only if they are from the same customer.
and using the DHT to read and write summary redirection gecayse CDNs often colocate multiple servers in ISPs’
information. We now analyze their overheads. PoPs, both for load balancing and redundancy, nodes am ofte
Obtaining Redirection DynamicsTo determine how in- directed toward multiple replica servers in the same ofass-
frequently DNS lookups can be performed without loss of agybnet, i.e., having IP addresses that differ only in the las
curacy in terms of replica-server mappings, we analyzed-ratquartet. In this casgéwe cluster all servers in the same class-C
map information generated by running SideStep on PlanetLglpnet and maintain one entry for the cluster in our ratio.map
nodes. Ideally, we would like ratio maps to be relativelyoita This has the additional benefit of significantly reducing the
over short time scales, to reduce the frequency with whiginount of overhead required to store mappings (from 6,246
name translations are performed. On the other hand, we woylglque replica-server IP addresses to a set of 879 clusters)
like ratio maps to be sufficiently dynamic as to be responsiy@ithout any loss of accuracy in terms of the quality of hints.
to changing network conditions. The overhead required to maintain and distribute mapping
We use the cosine similarity metric to monitor changes iaformation is quite low. To maintain mapping information
the same node’s ratio map over time. A cosine-similarity & the DHT, a node publishes its ratio values each time they
1 means that CDN redirection dynamics did not change gignificantly change (e.g., once per hour), then publistees i
all during the observed time period, while a cosine-siritifar socket address using eatbquently seereplica-server cluster
value of 0 indicates that redirection dynamics have changgd a key. In our study of mapping behavior, we have found
enough to place the node in a different detour group. that nodes see a small set of replica-server clusterd ()
Figure 2 plots the complementary CDF (CCDF) of thegery frequently and see others much less so. Thus, as a rule
cosine-similarity values, so a poifit, y) means thay percent of thumb, nodes publish mapping information only for reglic
of samples have a cosine-similarity value greater thdar a servers to which they are redirected more than a fraction
given curve. Each curve represents a different time window of the time. (Recall that is the cosine-similarity threshold,
the set of 1 hour, 10 hours, 1 day and 5 days. We use a cosiaeaumber less than one.) Consequently, publishing mapping
similarity threshold of 0.2 for detour-group membershipeT information requires at most + ¢/t writes, wherec is the
closer the curve to the top of the graph, the more stable thember of CDN customers used. The first term occurs because
mapping. For example, during the course of 1 hour, over 80ffe node uses one write operation to store its significait-rat
of our sample of ratio maps did not change at all; i.e., theinap information using its socket address as a key. djite
cosine similarity values are 1. At the other extreme (on therm occurs because a node can have at mgsentries in
same curve), only 1% of the ratio maps changed detour groujes.ratio map with a value greater than or equat.téor each
The figure also shows that cosine similarity values tend such entry, the node must create a reverse mapping by adding
decrease as the time interval between DNS lookups increastsssocket address to the value stored at the key for thay.entr
i.e., nodes’ ratio maps can change significantly over the tinThus, in the worst case, if the ratio-map entries for each CDN
scale of hours and days. Thus, while ratio maps could bastomer are orthogonal and there Bfeentries per customer,
updated as infrequently as once per hour, updating them Iéssn there will bec/t writes.
frequently can lead to significant loss in accuracy. Retrieving information from the DHT incurs a similarly
Locating Detour Points:We use the cosine similarity of small overhead — in fact, at most two lookups are required
two nodes’ ratio maps to determine Wh.ether they. bglong tozThe listening socket address identifies the node’s IP addned port used
the same detour group (Sec. II-A). If cosine similarity ighi  for incoming SideStep data connections.
the nodes are tightly bound to the same detour group. 3Noteworthy exceptions are servers with IP addresses owngiaebCDNSs.



before SideStep can begin detouring. We achieve this lower 1
bound because SideStep performs lookups using an asyn-
chronous, iterative process, allowing a node to begin exmo
detour paths as soon as it retrieves a single detour path
from the DHT. Although the total number of DHT operations
performed to lookup all nodes in the same detour group
(n = ¢/t) scales linearly with the average number of nodes,
mapped to each replica-server cluster, the maximum number
of lookups that SideStep performs in practice is lower and
depends on the duration of the associated file transfer.

CDF[x<rate]

Best Known
SS-1 —e—
‘ ‘ S84 ——
-100 -50 0 50 100 150 200 250
Throughput Diff (KB/s)

B. Cumulative Results Fig. 3. CDF of differences between transfer rates along treetdpath and
In this section, we present cumulative results from odfte best detour path for each experiment.
experiments in which over 13,700 paths were evaluated using

two approaches: picking detouring points at random andgusin 1

SideStep. Experimenting with randomly-selected pathgteas 09 t

property of samplingall paths given enough time. Though 0.8 |

this leads to prohibitive wasted throughput in deploymént, T 0.7 ¢

permits us to approximate the best detour path availablieeto t = 0.6 ¢

system. We also note that picking detour paths at random was § 8}51 I

shown by Gummadi et al. [14] as a way to route around path 0.3

failures; in this section we evaluate the extent to whichait ¢ 0.2 Rand

be used for improving performance over a direct path that has 0.1 . io SS o

not failed.
Experiments are configured as follows. At the beginning of
an experiment, the source node connects to the destinai)l4. coF of the number of detour paths that are evaluatesrédinding
and begins transferring data containing random bytes.r Aftethe best one.
brief warm-up period, the source node starts evaluatingudet
paths. If the experiment is configured to use a random set of
detour points, middle hops are picked at random with equaideStep improves performance about half of the time. When
probability; otherwise middle hops are picked according e detouring system is allowed to pick at most four pathes, th
our description of SideStep in the previous section. We uspérformance improves, with SideStep providing near-ogtim
100 MB file transfers—a size that generally provided sufficieerformance most of the time.
time to evaluate at least one detour path and not so large sé\n important issue for heuristic-based detouring systesms i
as to exceed PlanetLab’s daily bandwidth limits. how many paths are evaluated before finding detour path that
We conducted file-transfer experiments to characterizet whaaproves performance. The more paths that must be evaluated
type of source—destination pairs can benefit from detouririje higher the overhead (due to race traffic) and the lesly like
Those that cannot find any candidate detour paths are #xis that the system will improve performance before the
cluded from our study because we cannot compare relativensfer completes. In Fig. 4, we plot the number of detour
performance with detouring. Fortunately, the percent afaso paths explored by a random algorithm and SideStep before
in this category is small — 14%. finding the best detour path. The graph shows that SideStep
The actual performance that a detouring system seesldeates the best path on the first try over 70% of the time,
strongly dependent on the theest detouring path that is whereas Random does so less than 40% of the time. Further,
found during a transfer, since lower performance ones wou¥@% of the time SideStep finds the best detour path within the
be abandoned after conducting a race. Note that the bfizst 3 tries whereas the random approach requires three time
“Random” path is an approximation to the “optimal” patts many tries to do the same. Thus, not only does SideStep
because given enough time, Random tadlspaths available yield better performance than Random on average, it does so
to the system. To analyze relative performance for the bawth significantly less racing bandwidth and time.
detouring paths, we use the best Random performance as While the previous figures focused on performance using
baseline and label it “best known”. We then evaluate twany CDN customer name for SideStep, we now investigate
practical alternatives to trying all paths at Random: tgyat the relative difference for performance for each individua
most k paths either randomly or from SideStep. customer name. In Fig. 5, we plot the differences between
Figure 3 plots the difference in transfer rates between tlransfer rates along the direct path and the average rateg al
direct path and the best known paths during an experimetite detour path. There is one curve for each CDN customer
The graph shows that picking one detour path at random worksme, and we include the random curve as a baseline. Here,
only about one third of the time, while picking one fromthe Akamai-based paths offer the best average performance,

Number of races before finding the best path
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When conducting measurements over detour paths, the source

1
08 node performs &r acer out e to the detour node, the detour
_ node performs dr acer out e measurement to the destina-
% 0.6 tion node, and we later compose the two paths for analysis.
é We used this information to compare basic path charadteyist
9 04 a245 (Akamai) - between the default Internet path and those found by SideSte
wdig (Limelight) - -
02 a20 (Akamai) —v— | First, we use these measurements to compare end-to-end
_____ aé%é §ﬁtgmg:g —o— latency between the default Internet path and the one based
0 : ‘ ; on CDN hints. Figure 7(a) visualizes this information using
-100 50 100 150 200

a CDF of theratio of direct-path latency to the detour-path
latency. The figure shows that approximately 65% of the one-
Fig. 5. CDF of differences between transfer rates along theetpath and  hop paths recommended by SideStep result in lower latency
the average rates for all of the detour paths attempted for @zatomer name. than the direct path. Further, nearly half (48%) of the detou
paths reduce latency by 10% or more.

We also analyzed our data to determine what portion of

Throughput Diff (KB/s)

0.9 the direct path was avoided by the detour path, indicatieg th
. 8'3 diversity in Internet routes. Figure 7(b) illustrates thigtric
£ o6 using a CDF plot.
% o5 Sy The figure shows, for example, that detour paths always
5 04 a245 (Akamai differ from direct ones in at least 8% of the path while 65%
O 03§ wdig (Limelight

of the paths differ in at least half of the total hops takenhmsy t

direct path. Thus, the majority of hops along paths found by

SideStep are different than those on the direct path, fot ofos

the samples. In short, it is clear that SideStep does findstive

Internet paths; moreover, as Fig. 1 shows, the majority egeh

Fig. 6. CDF of differences between transfer rates along irextpath and paths are along quality paths in terms of latency.

the best detour path for each SideStep customer name. Next, we use the r acer out e data to compare loss rates
along the alternate Internet paths. Figure 7(c) present®’ C
of the differencein loss rates between the direct path and

while Limelight tends to offer the lowest (but still bettéran the CDN-based alternate path, over all the experiments. We

random). We believe the reason for lower average performangmpute these loss rates by determining the percentage of

using the Limelight name is that the corresponding CDN useg acer out e measurements dropped by routers during the

smaller numbers of replica server data centers worldwidgntire measurement.

resulting in larger detour groups. This larger detour group The figure clearly shows that loss rates along the detour

results in larger numbers of candidate detour paths, but pgfth are as low or lower than the direct path more than 75%

a proportionately larger number of high-quality ones. of the time. More importantly, the detour path reduces loss

In Fig. 6, we plot the difference between the direct patbver the direct path more than 30% of the time. Thus, in the

and the best detour path performance, for each CDN customegjority of cases, SideStep finds high-quality detour paths

name used in this study. As a baseline for comparison, we terms of instantaneous path loss.

clude the best known paths found by randomly selecting paths .

which represents the “best known” path as described earlier SideStep FTP Suite

We see that the Limelight CDN offers the best maximum To demonstrate the broad applicability of our approach, we

performance gains, while the different names for the Akamimnplemented an FTP suite that uses our publically available

CDN tend to offer lower, but similar performance. AgainSideStep library.

we believe that the larger detour groups for the Limelight SideStep is packaged as a library that can run as a stan-

CDN increases the number of candidate detour paths and thasone service to provide detouring capabilities to panditing

provides more opportunities for finding the best detour patpeers. It also contains an APl with four basic calls for dlien

As shown in the previous graph, though Limelight allowapplications: two for registering an incoming or outgoiragal

SideStep to find better maximum performance, its averagennection and two for requesting an input or output TCP

performance is lower due to a larger number of low-qualitstream. The current SideStep implementation is written in

detour paths that it finds. Java for cross-platform portability and contains appraatisty

In parallel with our experiments, we performed and recordéd600 LOC.

t r acer out e measurements for each path that streamed data\We modified an existing open-source FTP suite to use our

at the beginning of each experiment and at the beginning aétouring service. We found that integrating SideStep thé

races. (Note that r acer out e is not part of the SideStep FTP client and server was fairly straightforward. The serve

service and was only used here for the purpose of evalugtiorequired changes to 27 lines of code, while the client reqlir

) -

) -
a20 (Akamai) —v—
al921 (Akamai) —e— |
‘ ‘ ‘ €100 (Akamai) ——

0 50 100 150 200 250 300 350 400
Throughput Diff (KB/s)
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(a) Ratio of direct-path to detour-path laten- (b) Divergence between direct and detour(c) Difference in loss rates between direct
cies; nearly half of detour paths significantly paths; SideStep finds detour paths offeringand detour path; majority of SideStep detour
improve end-to-end latency. significant path diversity. paths improve loss rates.

Fig. 7. Characteristics for paths found using SideStep.

changes to only 10 lines of code. The reason for the small Large-scale DeploymentsThere are many issues that
amount of code is that SideStep provides access to detounngst be addressed should SideStep be adopted by a large
via the commonly used I/O stream interface. Thus, modifyingumber of hosts relative to our experimental testbed. Wasoc
the FTP code required changing only the source of the stream several key issues below.
to one provided by SideStep instead of the default networkFor one, it is possible that a detour path has encioggl
library. bandwidth to improve end-to-end throughput for an incoming

The SideStep FTP suite, DraFTP, is available publicljow, but does not have enoughvailable bandwidth for
onling® under a free, open-source license. We intend for titat flow. To address this issue, nodes can exchange infor-
to serve as a model for how to modify other data-transfemation about their current throughput conditions during th
software to use our service. In addition, SideStep is rumnigonnection-establishment handshake. Specifically, thecso
constantly on various PlanetLab nodes, providing a numberrode should send the candidate detour node an estimate of
“seed” nodes for future use and further experimentatior witts current throughput along the direct path. The middleenod
the service. can likewise passively monitor its maximum throughput and
VI. DISCUSSION ANDEUTURE WORK use that_ to _estimat_e its av_ailable bandwidth. Ba_sed_on this

i ) ) information, it can simply reject the detour connectiorhiétte

This work presents a detailed evaluation of measuremeQt, v anoygh available bandwidth to serve the new flow.
reuse for performanpe—based deto_unng. .In this section, WeGiven a large-scale adoption, one should address the issue
detail the limits of t.h'S gpproach, discuss ISSues that rbast of fairness in terms of bandwidth consumption among peers.
addressed should it enjoy large-scale adoption and Commﬁ{nparticular, a peer is consuming bandwidth unfairly if it

on the strategic reuse of CDN information. ends a large amount of data traffic over detour paths but does

. PILImIttE cgtr_:_i Ap[()jroacthOur $>(t[;)]¢r|ments Wﬁr? ctcr)]n(t:iucteciot carry any detour traffic for other data flows. Should this
n Flanetlab. The advantage ol this approach 1S that we come a significant problem in terms of reducing available

demonstrate the eﬁ‘ectivengss of our sy;tem on a Iarget»”‘r’lriSandwidth in the SideStep system, we expect that a credit-
of real Internet paths. The dl_sadvantage is _that Planetbd_bm based mechanism (e.g., [15]) can provide incentive forpeer
may suffer irom unusually high loads, leading to unprediteta to contribute their their fair share of bandwidth to the syst

(and often large) application-layer delays and variatians Another concern with large-scale deployment is the issue

available throughput. The reported results showed that ouyr L A
. . . . of authentication and access control. This is important, fo
approach can work even in this hostile environment. A topic ; : :
. : . . example, when peers in the SideStep network form a private
of future work, however, is to determine how information

regarding load and available bandwidth can be incorporatgﬁtourlng ov_erlay. SideStep should also be reS|I|_ent to-mal
. . - Cious behavior, such as DoS attacks or corruption of DHT
in detouring decisions.

) . . . information used for locating detour nodes. We leave these
SideStep is currently designed to improve performance for )
T ||a:portant issues as part of our future work.
bulk TCP data transfers. If the entire file can be transferre On the reuse of CDNS’ network viewk:is important to
along the direct path in less time than is required to find a:lgooOte that our detourina techniaue d iace a?lar e (or
alternate path (that take longer than one minute on ave'ragegv 9 q P ge (

our experiments, on the order of 10s of seconds), then SigeS afr?eigzglt(\j\?;rtlz ?#g?nnaggnthgeigysseffﬁ :vr;(;r;]theu(s;;t:rirtl
cannot provide any benefit to the file transfer. g ' y d

Our study showed that a large majority of alternate patII%Cal DNS server to determine replica-server mappings, DNS

located by SideStep offered lower latency than the direttt.palOOkUpS_ can be answeyzred from the local DNS cache without
An interesting direction for future work is investigatingwa contacting the CDNs' DNS SEIVErS. Further, because our
well SideStep can use these paths to provide performarﬁé@tem performs only name translanon_s_and does not _aptuall
benefits for low-bandwidth, latency-sensitive applicasio ownload CDN content, there is no additional data-traffedio
placed on the CDN servers. Finally, we demonstrated that

“http:/Awww.aqualab.cs.northwestern.edu/projects/Stdp.html mappings between nodes and replica servers are stable over
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time scales as long as one hour. Thus, the load that our sys{esn Giseons, P., Karp, B., KE, Y., NATH, S.,AND SESHAN, S. IrisNet:

places on the DNS infrastructure can be as low as 24 name
translations per day—Ilikely a vanishingly small fraction 0{14]
those generated by web clients running in the same network.

Finally, while SideStep employs CDN redirections in previ[-15]
ously unanticipated ways, it is important to note that og-sy
tem’s interactions with CDNs in no way forces them to behayes]
in ways that contradict their fundamental policies. Furthe
the Akamai CDN provides summary information about live, 7,
global network conditions on their public website for freg. [
Because SideStep places an insignificant load on CDNs dH
accesses information already explicitly provided at norgba [19]
to the public, we expect a commensalistic relationship betw

SideStep and CDNSs. [20]

VIl. CONCLUSIONS

This paper experimentally demonstrated the effectivendgs|
of measurement reuse for performance-based detouring 25
showed that the SideStep detouring service, which relies on
CDN redirections as hints on network conditions, finds high3]
performance paths with little overhead and no active neltwofr2
measurement. Our extensive wide-area measurements tevalua
ing more than 13,700 paths between 170 widely-distributed
hosts over a three-week period, showed that SideStep
quickly find near-optimal paths when selecting from CDNpg;
based detour points. For those paths that do not improve
performance, we shown that a simple technique can effigienW]
evaluate the validity of CDN-based hints. Finally, we shdwe
that our approach is practical by implementing an FTP suifzs]
that uses our publicly available SideStep library to seasije

take advantage of these improved Internet routes. [29]
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