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Overview

● Motivation: Distributed storage critical to P2P

● Provides simple key location service

● Slow, but correct function in face of failure

● Scalable



  

DHT Comparison

● DNS

– Centralized: special servers, well-known addresses

– Relies on administrative boundaries (domain names)

● Freenet

– Decentralized, anonymous

– Searches for cached copies

● Ohaha

– Consistent hashing for fair loading

● Globe

– Similar to DNS: static search tree

● Tapestry

– Provides guarantees about distance query travels



  

Goals and Applications

● Load balancing

● Decentralization

● Scalability

● Availability

● Flexible naming

● Cooperative mirroring

● Time-shared storage

● Distributed indexes

● Large-scale 
combinatorial search



  

Architecture and Protocol
● Node, key hashing

– Assumptions

● Scalability

– Load balancing

● Stabilization

– Keeps finger tables, 
successor, 
predecessor 
information up to date

● Resiliency

– List of r successors



  

Benefit of Finger Table



  

Join Operation



  

Virtual Nodes for Fair Key Distribution



  

Evaluation: Load Sharing



  

Path Length and Node Failures



  

Failure Rates under Churn



  

Discussion and Questions

● Replication of data: spreading around owner?

● Weakness against adversary?

● Hybrid system architecture:

– centralized and DHT?

– DHT and random graph?


